STOR 565 Fall 2019 Homework 2

Ted Henson

*Remark.* This homework aims to help you go through the necessary preliminary from linear regression. Credits for **Theoretical Part** and **Computational Part** are in total 100 pts. If you receive more points that 100 (say via attempting extra credit/optional questions) then your score will be rounded to 100. **If you are aiming to get full points, it is your duty to make sure you have attempted enough problems to get 100 pts**. For **Computational Part**, please complete your answer in the **RMarkdown** file and summit your printed PDF (or doc or html) homework created by it.

## Computational Part

1. (*21 pt*) Consider the dataset “Boston” in predicting the crime rate at Boston with associated covariates.

head(Boston)

## crim zn indus chas nox rm age dis rad tax ptratio black  
## 1 0.00632 18 2.31 0 0.538 6.575 65.2 4.0900 1 296 15.3 396.90  
## 2 0.02731 0 7.07 0 0.469 6.421 78.9 4.9671 2 242 17.8 396.90  
## 3 0.02729 0 7.07 0 0.469 7.185 61.1 4.9671 2 242 17.8 392.83  
## 4 0.03237 0 2.18 0 0.458 6.998 45.8 6.0622 3 222 18.7 394.63  
## 5 0.06905 0 2.18 0 0.458 7.147 54.2 6.0622 3 222 18.7 396.90  
## 6 0.02985 0 2.18 0 0.458 6.430 58.7 6.0622 3 222 18.7 394.12  
## lstat medv  
## 1 4.98 24.0  
## 2 9.14 21.6  
## 3 4.03 34.7  
## 4 2.94 33.4  
## 5 5.33 36.2  
## 6 5.21 28.7

Suppose you would like to predict the crime rate with explantory variables

* medv - Median value of owner-occupied homes
* dis - Weighted mean of distances to employement centers
* indus - Proportion of non-retail business acres

Run the linear model using the code below. You can do so either by copying and pasting the code into the R console, or by clicking the green arrow in the code ‘chunk’ (grey box where the code is written).

mod1 <- lm(crim ~ medv + dis + indus, data = Boston)  
summary(mod1)

##   
## Call:  
## lm(formula = crim ~ medv + dis + indus, data = Boston)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -11.625 -3.345 -1.242 1.608 78.994   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 11.67738 2.12190 5.503 5.95e-08 \*\*\*  
## medv -0.26061 0.04204 -6.199 1.19e-09 \*\*\*  
## dis -0.96320 0.22758 -4.232 2.75e-05 \*\*\*  
## indus 0.13145 0.07728 1.701 0.0896 .   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 7.519 on 502 degrees of freedom  
## Multiple R-squared: 0.2404, Adjusted R-squared: 0.2358   
## F-statistic: 52.95 on 3 and 502 DF, p-value: < 2.2e-16

Answer the following questions.

1. What do the following quantities that appear in the above output mean in the linear model? Provide a breif description.
   * t value and Pr(>|t|) of medv

* **Answer:**
* The t value represents a parameters departure from its null hypothesis value (0) according to the student t distribution. P(>|t|) represents the cdf of the t distribution, and represents the likelihood that parameter is nonzero. In this case, the t value of -6.199 for medv corresponds to a 1.19e-09 chance that this nonzero coeffecient found occured due to random chance.
  + Multiple R-squared
* **Answer:**
* The Multiple R-squared is the percentage of variation explained by the independent variables (1 - (Model Sum of squares / Total Sum of squres)). In this case, our model found explains 24.04% of the total variation in our response variable.
  + F-statistic, DF and corresponding p-value
* **Answer:** The F-statistic corresponds to the F distribution. It’s p value represents the probablility that at least 1 coefficient is nonzero. In this case there is a 2.2e-16 that all of our coefficients are zero (these nonzero coefficients occured due to random chance).

1. Are the following sentences True of False? Briefly justify your answer. + indus is not a significant predictor of crim at the 0.1 level.

\*\*Answer:\*\*   
  
False. The p value for the indus coefficient is less than .1 so it is a significant predictor at the .1 level.  
  
\*\*\*  
+ `Multiple R-squared` is preferred to `Adjusted R-squared` as it takes into account all the variables.  
  
\*\*Answer:\*\*   
  
False. Multiple R-Squared does not consider how many variables you use at all. The adjusted R-squared takes into account that if you had more variables, the improvement in R squared could have happened due to random chance.   
  
\*\*\*   
+ `medv` has a negative effect on the response.  
  
\*\*Answer:\*\*  
  
True. The coefficient for medv in our model is less than zero. Its p value is also less than the .01 (and lower) significance level so it most likely has a negative effect, and is significant.  
  
\*\*\*  
+ Our model residuals appear to be normally distributed.  
  
\begin{hint}  
 You need to access to the model residuals in justifying the last sentence. The following commands might help.  
\end{hint}  
  
```r  
# Obtain the residuals  
res1 <- residuals(mod1)  
  
# Normal QQ-plot of residuals  
plot(mod1, 2)  
```  
  
![](HW-2\_files/figure-docx/unnamed-chunk-1-1.png)<!-- -->  
  
```r  
# Conduct a Normality test via Shapiro-Wilk and Kolmogorov-Smirnov test  
shapiro.test(res1)  
```  
  
```  
##   
## Shapiro-Wilk normality test  
##   
## data: res1  
## W = 0.59766, p-value < 2.2e-16  
```  
  
```r  
ks.test(res1, "pnorm")  
```  
  
```  
##   
## One-sample Kolmogorov-Smirnov test  
##   
## data: res1  
## D = 0.39475, p-value < 2.2e-16  
## alternative hypothesis: two-sided  
```  
  
\*\*Answer:\*\*   
False. There appear to be some large residuals on the upper quantile according to our standardized residual plot. Our Shapiro-Wilk and Kolmogoroz-Smirnoz tests give us extremely low p values that this residual distribution is normal.  
  
\*\*\*

1. (*25 pt*) For this exercise, we will use a dataset with summary information about American colleges and universities in 2013. The following code chunk retrieves it directly from the website, saving you from having to download it. The data is saved in the object called amcoll.

setwd('~/Machine Learning')  
amcoll <- read.csv('College.csv')

Suppose that we are curious about what factors at a university play an important role in the room and board each semester (column Room.Board). Answer the following questions.

1. Based on some research into the area, you believe that the five most important predictors for the room and board amount are

Plot a pairwise scatterplot of these variables along with the room and board cost, and comment on any trends. If you don't know how to plot such a scatterplot, see for example:

* <http://www.sthda.com/english/wiki/scatter-plot-matrices-r-base-graphs>
* <http://dept.stat.lsa.umich.edu/~jerrick/courses/stat701/notes/ggplot2.html>
* Include your pairwise scatter plot as part of what you turn in.

library(caret)

## Loading required package: lattice

## Loading required package: ggplot2

featurePlot(x=amcoll[,c('Accept', 'Enroll', 'Outstate',  
 'Books', 'Grad.Rate')],  
 y = amcoll[, 'Room.Board'],  
 plot = 'scatter')

![](data:image/png;base64,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)

Outstate and Grad.Rate appear to have the strongest and most positive relationship with Room.Board. Books, Accept, and Enroll may have a weak relationship.

1. Run a linear model of Room.Board on the 5 features above. Suppose we decide that is our level of significance (so p-values have to be below to count as significant). Discuss the findings of your linear model. In particular you should find that one of the features is **not** significant.

college.mod = lm(Room.Board ~ Books + Grad.Rate + Accept + Enroll + Outstate,  
 data = amcoll)  
summary(college.mod)

##   
## Call:  
## lm(formula = Room.Board ~ Books + Grad.Rate + Accept + Enroll +   
## Outstate, data = amcoll)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2329.8 -544.4 -100.3 496.7 2880.7   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.013e+03 1.532e+02 13.141 < 2e-16 \*\*\*  
## Books 6.458e-01 1.773e-01 3.642 0.000288 \*\*\*  
## Grad.Rate 4.147e+00 2.071e+00 2.003 0.045544 \*   
## Accept 1.409e-01 3.012e-02 4.677 3.43e-06 \*\*\*  
## Enroll -2.905e-01 8.033e-02 -3.616 0.000318 \*\*\*  
## Outstate 1.590e-01 9.135e-03 17.404 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 808.4 on 771 degrees of freedom  
## Multiple R-squared: 0.4601, Adjusted R-squared: 0.4566   
## F-statistic: 131.4 on 5 and 771 DF, p-value: < 2.2e-16

All of our features are below our .01 significance level (the probability that these nonzero coefficients happens due to random chance is close to zero). The Grad.Rate is above our significance level, so we keep our null hypothesis that this coefficient is zero. Our F statistic and corresponding p value below our .01 significance level tell us that at least one of our coefficients is nonzero. Our Multiple R-squared tells us that about 46% of the variation in our response can be explained by this model.

1. Write a function kfold.cv.lm() which performs the following. You can either write this from scracth or use any standard package in R or see the book for example code etc.

* **Input Arguments**:
* - k: integer number of disjoint sets  
  - seed: numeric value to set random number generator seed for reproducability  
  - X: $n \times p$ design matrix  
  - y: $n \times 1$ numeric response  
  - which.betas: $p \times 1$ logical specifying which predictors to be included in a regression

**Output**:

*Avg.MSPE* (average training error over your folds = ),

*Avg.MSE* )

**Description**: Function performs k-fold cross-validation on the linear regression model of on for predictors *which.betas*. Returns both the average MSE of the training data and the average MSPE of the test data.

kfold.cv.lm = function(k = 10, seed = 545, x = amcoll,  
 y = 'Room.Board',  
 which.betas = c('Accept', 'Enroll', 'Outstate',  
 'Books', 'Grad.Rate')){  
   
 cols = c(y, which.betas)  
sub.data = x[,cols]  
  
  
my.formula = as.formula(paste(colnames(cols)[which(colnames(cols) == y)], ' ~ . ', sep = ''))  
  
  
  
sub.data = as.data.frame(sub.data)  
  
  
model = train(  
 as.formula(paste(y, ' ~ .', sep = '')),  
 data = sub.data,  
 method = 'lm',  
 trControl = trainControl(  
 method = "cv",   
 number = k,  
 )  
)  
  
return(model)  
  
}

1. Use your function kfold.cv.lm() to perform 10 folder cross validation on the college data for the following two models:

* the full model on the 5 features above;
* the model where you leave out the feature you found to be insgnificant in (b).

full.model = kfold.cv.lm(k = 10, seed = 545, x = amcoll,  
 y = 'Room.Board',  
 which.betas = c('Accept', 'Enroll', 'Outstate',  
 'Books', 'Grad.Rate'))  
full.model$resample

## RMSE Rsquared MAE Resample  
## 1 831.5576 0.4599087 681.4121 Fold01  
## 2 857.3174 0.4486178 706.4598 Fold02  
## 3 723.3442 0.5345928 586.3384 Fold03  
## 4 900.7207 0.3178661 658.1933 Fold04  
## 5 878.3944 0.4880511 682.6706 Fold05  
## 6 870.7775 0.3879978 698.5737 Fold06  
## 7 845.9284 0.3868709 631.4699 Fold07  
## 8 753.6508 0.5112147 565.3580 Fold08  
## 9 738.9243 0.5125466 575.2803 Fold09  
## 10 712.4757 0.5058883 601.4581 Fold10

reduced.model = kfold.cv.lm(k = 10, seed = 545, x = amcoll,  
 y = 'Room.Board',  
 which.betas = c('Accept', 'Enroll', 'Outstate',  
 'Books'))  
  
reduced.model$resample

## RMSE Rsquared MAE Resample  
## 1 707.9054 0.4926161 575.0894 Fold01  
## 2 932.8296 0.3871647 748.9230 Fold02  
## 3 740.9816 0.5769168 615.4123 Fold03  
## 4 789.5644 0.5230004 606.9923 Fold04  
## 5 805.9746 0.4446741 588.9194 Fold05  
## 6 798.2025 0.5154196 629.6349 Fold06  
## 7 839.3059 0.3860251 667.5502 Fold07  
## 8 865.1133 0.4092752 674.7490 Fold08  
## 9 800.7215 0.4590422 617.8405 Fold09  
## 10 858.2173 0.3703154 665.2368 Fold10

full.model$results

## intercept RMSE Rsquared MAE RMSESD RsquaredSD MAESD  
## 1 TRUE 811.3091 0.4553555 638.7214 71.35711 0.07030792 53.64082

reduced.model$results

## intercept RMSE Rsquared MAE RMSESD RsquaredSD MAESD  
## 1 TRUE 813.8816 0.4564449 639.0348 64.12106 0.06934356 51.17883

Which of the two is a ``better’’ model and why?

**Answer:**

The average RMSE in the folds was lower for our full model than the reduced model. The full model also had a higher average R squared; however, our reduced model had a lower Rsquared standard deviation (between each fold), lower RMAE SD, and lower RMSE SD. We conclude that our reduced model is better due to less variation between folds.

1. (*25 pt*, Textbook Exercises 3.10) This question should be answered using the Carseats data set.

head(Carseats)

## Sales CompPrice Income Advertising Population Price ShelveLoc Age  
## 1 9.50 138 73 11 276 120 Bad 42  
## 2 11.22 111 48 16 260 83 Good 65  
## 3 10.06 113 35 10 269 80 Medium 59  
## 4 7.40 117 100 4 466 97 Medium 55  
## 5 4.15 141 64 3 340 128 Bad 38  
## 6 10.81 124 113 13 501 72 Bad 78  
## Education Urban US  
## 1 17 Yes Yes  
## 2 10 Yes Yes  
## 3 12 Yes Yes  
## 4 14 Yes Yes  
## 5 13 Yes No  
## 6 16 No Yes

1. Fit a multiple regression model to predict Sales using Price, Urban, and US. Then, display a summary of the linear model using the summary function.

mult.fit = lm(Sales ~ Price + Urban + US, data = Carseats)  
summary(mult.fit)

##   
## Call:  
## lm(formula = Sales ~ Price + Urban + US, data = Carseats)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -6.9206 -1.6220 -0.0564 1.5786 7.0581   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 13.043469 0.651012 20.036 < 2e-16 \*\*\*  
## Price -0.054459 0.005242 -10.389 < 2e-16 \*\*\*  
## UrbanYes -0.021916 0.271650 -0.081 0.936   
## USYes 1.200573 0.259042 4.635 4.86e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.472 on 396 degrees of freedom  
## Multiple R-squared: 0.2393, Adjusted R-squared: 0.2335   
## F-statistic: 41.52 on 3 and 396 DF, p-value: < 2.2e-16

1. Write a one- or two-sentence interpretation of each coefficient in the model. Be careful: some of the variables in the model are qualitative!

**Answer:**

For every one unit increase in Price, our model decreases our prediction on sales by -0.05446. If Urban is Yes, than our model decreases our prediction on sales by -0.02192. If US is Yes, than our model increases our prediction on sales by 1.20057.

1. Based on the output in part (a): For which of the predictors can you reject the null hypothesis ?

**Answer:** UrbanYes

1. On the basis of your response to the previous question, a model with fewer predictors, using only the predictors for which there is evidence of association with the outcome. Display a summary of the linear model using the summary function.

mult.fit = lm(Sales ~ Price + US, data = Carseats)  
summary(mult.fit)

##   
## Call:  
## lm(formula = Sales ~ Price + US, data = Carseats)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -6.9269 -1.6286 -0.0574 1.5766 7.0515   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 13.03079 0.63098 20.652 < 2e-16 \*\*\*  
## Price -0.05448 0.00523 -10.416 < 2e-16 \*\*\*  
## USYes 1.19964 0.25846 4.641 4.71e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 2.469 on 397 degrees of freedom  
## Multiple R-squared: 0.2393, Adjusted R-squared: 0.2354   
## F-statistic: 62.43 on 2 and 397 DF, p-value: < 2.2e-16

1. In a few sentences: How well do the models in (a) and (d) fit the data? Justify your response with information from the outputs of part (a) and (d).

**Answer:**

Our reduced model has the exact same R-Squared (the percentage of total variation explained by the model is the same). Therefore, there is no reason to add the extra variable ‘Urban’ as it will mostly likely perform worse on future data.

1. (*14 pt Optional*) Note: this question is optinal and if you do want to do it, you will need to do the heavy lifting in terms of finding the data, cleaning the data etc. We will not be able to help you too much with respect to the above data “carpentry” issues.

Search online for a dataset that **you are interested in** where you think you can apply linear regression (i.e. your data has a continuous response and a bunch of real valued features). Data sets from the book (ISLR) website are not allowed and more importantly try to find something that makes you curious to find the answers.

1. Include a link and brief description of the data and the kinds of questions you are interested in exploring. ESPN Data: <http://www.espn.com/college-football/qbr> Maxpreps Data: <https://www.maxpreps.com/leaders/football/offense,passing/stat-leaders.htm> 247 Recruiting Data: <https://247sports.com/Season/2020-Football/CompositeRecruitRankings/?InstitutionGroup=HighSchool&PositionGroup=QB>
2. Plot a pairwise scatter plot between the response and some (at least 2) of the features.

library(readr)  
football <- read\_csv("~/Data Journalism/Story Pitch/football.csv")

## Parsed with column specification:  
## cols(  
## playername = col\_character(),  
## total\_qbr = col\_double(),  
## rating = col\_double(),  
## yds\_g = col\_double(),  
## td = col\_double(),  
## interceptions = col\_double(),  
## pct = col\_double(),  
## rate = col\_double(),  
## comp = col\_double(),  
## yds = col\_double(),  
## gp = col\_double()  
## )

featurePlot(x = football[, c('rating', 'yds\_g',  
 'pct',  
 'td', 'yds')],  
 y = football$total\_qbr)
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1. Run a linear model to learn the relationship between the features and the response and extract information from the lm function (what variables seem significant and what do not)?

lm.mod = lm(total\_qbr ~ rating + yds\_g + pct + td + yds, data = football)  
summary(lm.mod)

##   
## Call:  
## lm(formula = total\_qbr ~ rating + yds\_g + pct + td + yds, data = football)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -39.514 -10.401 2.494 10.720 30.359   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -9.986378 41.005992 -0.244 0.808  
## rating 52.612208 44.121052 1.192 0.237  
## yds\_g 0.048510 0.053436 0.908 0.367  
## pct 21.941128 22.983159 0.955 0.343  
## td -0.205650 0.297941 -0.690 0.493  
## yds 0.002470 0.005041 0.490 0.626  
##   
## Residual standard error: 16.26 on 64 degrees of freedom  
## (38 observations deleted due to missingness)  
## Multiple R-squared: 0.1556, Adjusted R-squared: 0.08968   
## F-statistic: 2.359 on 5 and 64 DF, p-value: 0.04991

Explain in words (e.g. to someone who has no math or stat background) your findings.

Some of our input variables may have a relationship to Total Quarterback Rating, but the correlations the model found could have occured due to random chance. We cannot definitively conclude that any of these variables are a predictor, but the ESPN rating (rating) is the most likely to have a true relationship to QBR.